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Abstract
While the different entities that compose any socio- 

economic environment have always had a certain degree of inter-
connection, the evolving dynamics of cyberspace are intensifying 
their interdependence and shared reliance on the digital realm. 
This is giving rise to increasingly possible origins of systemic cyber-
security risk, potentially leading to scenarios where supply chains 
and essential services experience the rapid and widespread propa-
gation of cascade events at unprecedented levels and velocities. If 
this interdependence is widely recognised and accepted (Section 2), 
the concept of systemic cybersecurity risk is still subjective and 
functional to the core mission of single components of a system 
(Sections 3 and 4), and this lack of common terminology prevents 
the community from adopting a shared posture to manage these 
risks. In this paper, we propose a workable and inclusive definition 
of systemic cybersecurity risk (Section 5). We then review relevant 
cybersecurity events arguing that while catastrophic episodes are 
still unseen, there are incidents that highlight systemic  dynamics 
(Section 6). Finally, we review relevant diagnostic tools that have 
been developed to address systemic cybersecurity risks and 
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discuss their limitation as well as opportunities for future research 
(Section 7). We conclude by highlighting that systemic cybersecu-
rity risk is, by definition, a shared risk, thus developing a common 
understanding is the starting point to endorse coordinated mitiga-
tions at system level.

Keywords 
risk assessment, risk management, cybersecurity, systemic cybersecurity 
risk

1. Introduction

Ongoing evolutions of cyberspace dynamics have 
amplified the attention around systemic cybersecu-

rity risks. The rapid integration of Information and Communication 
Technology (ICT) into societal functions has come together with 
a market concentration of products and services which has made 
the different entities constituting the socio-economic environment 
increasingly interconnected and dependent on shared infrastruc-
ture and common providers. In such a context, there is a growing 
concern that even single failures can spread across a system, lead-
ing to scenarios where supply chains and essential services could 
experience rapid and widespread cascading events at unprece-
dented scales. While most cybersecurity events traditionally have a 
narrowly defined set of victims [1], recent studies provide empirical 
evidence of an increased prevalence, scale, and impact of cyber- 
related incidents [2, 3]. Furthermore, recent episodes have demon-
strated how failures can affect multiple entities simultaneously. 
For example, in May 2023 the exploitation of a vulnerability in the 
firewall system recommended by the industry body and adopted 
by most energy operators in Denmark led to 22 companies being 
compromised, with several of them forced to go into island mode 
operation [4]. In the report analysing the incident, it is highlighted 
that Denmark has a highly decentralised energy system composed 
of many small companies, which makes the sector fairly resilient 
in case of a single disruption. However, a situation of ‘systemic 
 vulnerability – where the same vulnerability is exploited across 
companies’ can create a potentially critical situation [5]. This event 
is just one of the last of a series of episodes, such as WannaCry, 
NotPetya, SolarWind, and Log4J (and more recent ones like the 
Crowdstrike incident), which have demonstrated how failures can 
propagate across complex supply chains, emphasising how their 
reliance on shared infrastructure products and services, concen-
trates risk into an unknown number of critical nodes.
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Despite the growing concern surrounding systemic  cybersecurity 
risk, the underlying problems and potential solutions seem to 
remain unseizable and poorly understood. The concept of systemic 
cybersecurity risks results subjective and ambiguous in both litera-
ture and the community of cybersecurity practitioners, and so are 
the existing tools and methodologies for identifying and measur-
ing sources of this type of risk. Currently, there is no shared termi-
nology, and there is little agreement not only on what constitutes 
a systemic cybersecurity risk but also on the granularity at which 
a system can be defined (operator, sector, countries, or supra-na-
tional level), with existing definitions being functional to the mis-
sion of the entity defining them. This has so far hindered the 
development of a unified approach to managing these risks. The 
identification of what can be defined as a systemic cybersecurity 
risk is not just an academic exercise but it is seminal to understand 
how systemic dynamics affect cyberspace and consequently devise 
appropriate risk mitigation policies and incident response proce-
dures. Systemic cybersecurity risk is, by definition, a shared risk, 
thus developing a common understanding is the starting point to 
endorse coordinated actions at the system level, both in terms of 
policies and operational capacities.

In this article, we first explore the broader concept of systemic risk 
and its roots in the financial sector (Section 2). Then, we turn to the 
existing approaches to defining and dealing with systemic cyber-
security risk, highlighting how these result in ad hoc and uncoor-
dinated strategies. In particular, we briefly outline the existing 
interpretations, and argue that (i) currently systemic cybersecurity 
risk is a ‘contextual’ concept, with its definition heavily influenced 
by the specific mandate of the involved entities; (ii) existing 
approaches consider the systematicity of cybersecurity risk primar-
ily on the impact that they may have, with limited attention given 
to the underlying dynamics that give rise to such risks (Sections 3 
and 4). We then propose a comprehensive and flexible definition of 
systemic cybersecurity risk that can be applied at different levels of 
granularity, providing a common foundation for understanding and 
addressing the issue (Section 5). Subsequently, we apply our defini-
tion to review relevant case studies, arguing that while catastrophic 
cybersecurity incidents are still unseen, several cybersecurity events 
highlight systemic dynamics (Section 6). Finally, we review some 
of the diagnostic tools and methodological frameworks that have 
been developed, discussing how these efforts are undermined by a 
general lack of data, a partial and uneven application of methodolo-
gies, and a general resistance from operators to share information 
(Section 7).
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2. The Emergence and Evolution of ‘Systemic 
Risk’ as a Concept
The concept of systemic risk emerged in the field of 

finance and economics, with some of the earliest references dat-
ing back to the aftermath of the Great Depression in the 1930s [6] 
when economists and policymakers began to recognise how the 
failure of individual entities, such as banks and financial institutions, 
could affect the entire economic and financial system. However, 
within the literature, more structured definitions of systemic risks 
started to appear only in the 1990s. The concept gained even fur-
ther prominence during the 2007–2008 global financial crisis, when 
the collapse of major financial institutions and interconnectedness 
of financial markets highlighted the potential for shocks to cause 
far-reaching financial and economic downturns [7, p. 315, 8].

Definitions adopted between 1988 and 2014 by academics and 
banking institutions [9]1 identify the following features of systemic 
risks: (i) scale of the phenomenon: systemic risks affect a large 
part of a system; (ii) contagion effect: due to the interdependen-
cies and interconnectedness among its components, systemic 
risks have the potential to trigger a cascading series of adverse 
events spreading across the entire system; and (iii) system failure: 
systemic risks have the potential to impair the functioning of the 
system itself. 

Overtime, the understanding of systemic risk has evolved, and its 
application expanded from the economic and financial perspectives 
of the early days to other disciplines and areas of study. Scholars 
and practitioners begun to approach the issue with the goal of 
understanding the dynamics of complex and cross-sector supply 
chains and the potential for widespread disruptions as a conse-
quence of the interconnectedness and interdependence of infra-
structures, processes, and services across the globe [10–14]. In 
particular, the exposure of society to systemic risks has been ampli-
fied by what is known as the information revolution [15]. Already 
in 1997, the US Presidential Commission on Critical Infrastructure 
Protection (PCCIP) concluded that the country was so reliant on 
ICT infrastructure that the government had to frame it within the 
broader ‘national security focus’ to address the impacts that would 
result for the entire nation in case of its disruptions [16]. Since 
then, hyperconnectivity, digitalisation, widespread deployment of 
Internet of Things, adoption of readily available cloud technologies, 
and, more broadly, the pace and reach of technological innovation 
have contributed to shaping a quickly evolving and interdepen-
dent environment. This environment makes it more difficult for 

1 In Smaga (2014) 
[9], systemic risks are 
defined as ‘the risk that a 
shock will result in such a 
significant materialisation 
of (e.g. macro-financial) 
imbalances that it will 
spread on a scale that 
impairs the functioning of 
the financial system and to 
the extent that it adversely 
affects the real economy 
(e.g. economic growth)’.
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operators to pursue business continuity, because they often have 
to rely on goods or services provided by other parties [17]. 

While this rapid innovation is bringing benefits in terms of efficiency 
and reach of operations, it is also introducing structural aspects that 
magnify the potential for risks. First, the interdependencies in the 
ICT ecosystem are growing in number and complexity, with related 
risks going beyond the mere technical aspect [18, 19]. As a result, 
both policy-makers and operators struggle with understanding the 
‘intricate and interlocking dependencies’ [20], both upstream and 
downstream [21]. This often translates into inadequate risk man-
agement practices [22]. Second, the market concentration of digi-
tal services, where stakeholders often rely on similar – when not the 
same –  technologies, infrastructures, services, and providers, implies 
that when these fail, the impact may affect a large number of assets 
and organisations [23]. Third, the growth of hacking capabilities and 
their availability through models, such as the Hacking-as-a-Service 
one, makes it easier and cheaper for malicious actors to operate [24]. 
Especially the large number of potential targets that can be hit with 
a single capability – see the above-mentioned feature (ii) of systemic 
risks – makes it appealing to attackers from a cost-benefits perspective. 

These rapid developments have been largely acknowledged by the 
security community, which has increasingly focused on the struc-
tural vulnerabilities of societal functions [25–28] and has started to 
formulate the concept of ‘systemic cybersecurity risk’. However, 
there is little agreement on what these risks are, how to manage 
them, and even if they have ever materialised.

3. Systemic Cybersecurity Risk is a Contextual 
Concept
When it comes to systemic cybersecurity risks, most of the 

academics and practitioners have kept the economic and financial 
perspective [29–32]. They refer to these risks as a subset of systemic 
financial risks where a cybersecurity event on systemic entities may 
lead to spillover effects. For example, the European Systemic Risk 
Board (ESRB) defines systemic cyber-related incidents as those occur-
ring ‘in the financial sector’ and which could cause ‘serious negative 
consequences for the internal market and the real economy’ [33]. 
Similarly, the European Central Bank provides an understanding of 
systemic cyber risks within the broader context of macro- financial 
perspectives. Accordingly, systemic risks should be assessed by look-
ing at the following two dimensions: (i) the cross-sectional dimension, 
which relates to how the risk propagates within the financial system; 
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and (ii) the time-related dimension, which looks at the dynamic evo-
lution of financial stability risks over time and consider the procyclical 
build-ups of financial fragility [34]. On the other hand, other authors 
and practitioners have developed more comprehensive conceptuali-
sations of systemic cybersecurity risks, which include aspects such as 
safety and security. These broader approaches are not limited to the 
financial sector, but apply to all sectors [1, 35]. For example, accord-
ing to the World Economic Forum (WEF), systemic cybersecurity risk 
is ‘the risk that a cyber event at an individual component of a critical 
infrastructure ecosystem will cause significant delay, denial, break-
down, disruption, or loss, such that services are impacted not only 
in the originating component but consequences also cascade into 
related (logically and/or geographically) ecosystem components, 
resulting in significant adverse effects to public health or safety, 
economic security, or national security’ [36]. This approach entails a 
more inclusive concept that considers the goals of societal (and not 
only economic) wellbeing, and which therefore is extended to all the 
critical functions of society.

Another point of view that can be adopted to look at systemic cyber-
security risk concerns the level of granularity at which a ‘system’ is 
perceived. A system can be defined as a collection of interrelated 
and interconnected elements or components that work together to 
achieve a common purpose or goal2 [37, 38]. Building on this defini-
tion, transnational processes, countries, sectors, societal functions, 
single operators, or even circumscribed sections of a corporate ICT 
landscape can all be characterised as systems [1]. Therefore, under 
this assumption, the adjective ‘systemic’ can assume different 
meanings depending on the point of view. For instance, while the 
WEF definition takes an international perspective, the 2021 Systemic 
Cyber Risk Reduction Venture – established by the US Cybersecurity 
and Infrastructure Security Agency (CISA) – adopts a national per-
spective, focusing on understanding how ‘cyber risks or incidents 
in individual pieces or components of National Critical Functions 
(NCF) could create far-reaching cascading impacts, leading to sys-
tem-wide functional degradation or failure’ [39]. CISA’s under-
standing of  ‘system’ corresponds to the United States as a country, 
and therefore its point of view on systematicity is nationally cen-
tred. In fact, it includes the risks that might affect the recognised 
NCFs3 (e.g., the provision of medical care, distribution of electricity, 
etc.), but it disregards the impacts that can manifest at the interna-
tional level or be suffered by other countries. The 2023 US National 
Cybersecurity Strategy further emphasises this nation-centric 
view, highlighting the importance of addressing systemic risks to 
make the US digital ecosystem – clearly spelled out as ‘our digital 

2 These elements 
can be tangible entities, 
such as physical objects 
or processes, as well as 
intangible entities, such as 
concepts or information 
flows. The interactions 
and relationships between 
the components of a 
system lead to emergent 
properties or behaviours 
that may not be evident 
when considering each 
component in isolation.

3 A list of 55 NCFs 
is available here: https://
www.cisa.gov/topics/
risk-management/
national-critical-functions
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ecosystem’ – resilient [40]. Going further down the abstraction scale, 
there is a well-established perspective that frames systemic cyber-
security risks within the context of enterprise risk management. In 
2019, the Digital Director Network (DDN) released the DiRECTOR™ 
risk framework to help corporate boards and management teams 
to manage systemic risks in ‘complex digital business systems’ [41]. 
This framework defines systemic risk as the risk that a component’s 
failure in a corporate digital system propagates and escalates, put-
ting the entire organisation at stake [42].

These definitions present significant differences but share the idea 
that systemic cybersecurity risks materialise after cybersecurity 
events that produce digital and physical damages, and create cas-
cading effects across the system, with potentially significant disrup-
tions. This perspective is rooted in the interdependence of functions 
and the importance that ICT has in modern systems. It looks at how 
widespread the impact of the cybersecurity risks is and considers 
this as the determinant variable to categorise a cybersecurity risk 
as ‘systemic’. However, this approach does little to determine the 
dynamics producing them. In other words, any cybersecurity risk 
with ‘far reaching cascading impacts’ [39] or ‘cascade into related 
(logically and/or geographically) ecosystem components’ [36] 
would be considered systemic. This blurs the different categorisa-
tions, on the one hand, between systemic cybersecurity risks and 
high-impact cybersecurity risks, and, on the other hand, between 
systemic cybersecurity risks and systemic risks more broadly. In 
fact, the widespread cascades of a cybersecurity event might be 
caused by physical or logical interdependencies, rather than digi-
tal or cyber ones, which entail that effective risk management mea-
sures are not necessarily driven by cybersecurity considerations. 

A different and relatively new approach to typify systemic cyber-
security risk comes from the insurance industry. In recent years, 
insurance companies have been increasingly vocal about systemic 
cybersecurity risks, claiming that these challenge the sector’s 
capacity to provide adequate insurance coverage [43]. From their 
perspective, risks are systemic when they become uninsurable due 
to the massive losses that would arise from the interconnections 
among clients, sectors, and locations, as well as the difficulties of 
modelling and hedging [1]. For instance, the insurance company 
AIG defines as ‘systemic’ those risks that are ‘capable of impacting 
many companies at the same time’ [44]. Under this interpretation, 
insurers adopt a different definition of ‘system’: not anymore a 
group of elements working together towards a goal, but simply the 
group of entities that would be eligible to receive compensation in 
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case of cyber events. The apprehension pertains to the conceivable 
scalability, wherein a solitary incident could concurrently impact 
numerous companies, resulting in substantial interconnected lia-
bilities for insurers. For instance, in the case of damages affecting 
cloud computing platforms employed by a large number of clients, 
the insurer would be compelled to settle claims for all its policyhold-
ers concurrently with evident economic losses [45]. For  insurers, a 
particular type of systemic cyber risk relates to the so-called ‘cyber-
war’ or, more generally, state-sponsored hacks, which, due to their 
high potential costs, most insurers are deciding not to cover [46]. 
For instance, Lloyd’s of London requires insurance policies to have 
an explicit exemption for state-backed computer network oper-
ations [47]. This approach could undermine trust and reliance on 
insurance instruments, as it creates uncertainty about the possi-
bility of getting coverage where it is needed the most. In fact, not 
only is attributing a cyberattack, let alone identifying one as an act 
of war, a complex, multilayered, and ultimately political exercise 
[48, 49], but it is also well beyond the scope of insurers. Despite 
these complexities, insurers are trying to pursue this interpreta-
tion in practice, as shown by NotPetya and the consequent dispute 
between the US food company Mondelez and the Swiss insurance 
company Zurich (further analysed in Section 6).

Finally, a minoritarian interpretation of systemic cybersecurity risk 
examines it from the perspective of technological standardisation 
and adoption. In a sense, this is similar to the issue arising from the 
interconnectedness that characterises today’s systems that have 
been referred above. However, this conceptualisation does not focus 
on the cascading effect that an event might have. Rather, it looks at 
the fact that incidents involving certain technologies that are widely 
shared have near-instantaneous effects on a large surface, making 
traditional redundancy measures ineffective [50]. In a conventional 
non-cyber system, redundancy serves as a risk-reduction strategy. 
This is built on the assumption that not all systems fail simultane-
ously. However, in the realm of cybersecurity, this assumption does 
not necessarily hold true, as vulnerabilities, if exploited, might simul-
taneously affect all replicas. The SolarWinds episode (further anal-
ysed in Section 5), as well as the event in the Danish power sector, 
serve as prominent examples of this dynamic [50, 51].

4. Have Systemic Cybersecurity Events 
Occurred?
In Section 3, we presented different definitions of systemic 

cybersecurity risk, highlighting how these are highly context-related 
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and how they can be driven by subjective considerations. These 
aspects add complexity to the ongoing efforts to establish shared 
terminology for this evolving concept. Similarly, the lack of a com-
mon understanding prevents the community from organically 
identifying when and if systemic cyber risk has ever materialised. 
Many agree that while systemic cybersecurity risks are concrete, 
one of the main challenges related to understanding and manag-
ing them is the lack of data and case studies. For example, in 2019, 
the EastWest Institute asserted that no cybersecurity incidents had 
ever qualified as systemic [52]. To date, catastrophic cybersecurity 
events, which are likely to be unanimously labelled as systemic are 
still unseen [1], but the existing unclarity in the terminology and 
definitions creates substantial challenges in identifying if and how 
potential systemic dynamics have accompanied less evident, but 
still significant events.

For example, the 2021 Colonial Pipeline hack had a significant 
impact, but concentrated in the US energy sector. The incident 
forced the Colonial Pipeline, a crucial fuel transport system, to sus-
pend operations for a week. This disruption led to widespread fuel 
shortages and price spikes along the East Coast, affecting numer-
ous states and prompting panic buying. The Colonial Pipeline 
moves approximately 45% of the fuel supply for the East Coast, 
which made its shutdown particularly impactful. The incident 
resulted in an estimated 5500 gas stations running out of fuel, and 
the national average gas price saw an increase of around 8 cents 
per gallon in just 1 week [53]. According to some of the definitions 
analysed above, this episode could be seen as presenting systemic 
characteristics. It did have an impact in terms of price reaction and 
destabilised volatility [54], and it did disrupt one of the so-called 
NFCs categorised as systemic [1]. However, services were restored 
relatively quickly, the long-term impacts of this episode were lim-
ited, as well as its cascades on other sectors and countries, which 
would in turn undermine the categorisation of this incident as sys-
temic under certain definitions of it, like the one from the WEF.

Similarly, classifying an event as systemic depends on the level of 
granularity at which a system is defined. WannaCry, for instance, 
was a 2017 ransomware that affected over 200,000  computers 
across 150 countries, with a specific concentration in the UK 
National Health Service (NHS). Within the NHS, it severely impacted 
81 out of 236 NHS trusts, resulting in the cancellation of approxi-
mately 19,000 medical appointments. Also, the financial toll was sig-
nificant, with the NHS estimated to have spent around £92 million 
in direct costs and lost revenue due to the hack [55]. Yet the impact 
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was significantly concentrated within the UK healthcare supply, 
with limited consequences on the delivery of the service globally. 
If analysed through a national/sectoral security-based framework, 
WannaCry is likely to be categorised as a systemic event, but the 
same label would be more difficult to apply from global or regional 
perspectives. Also, despite the significant loss of revenues and 
recovery costs, the event was far from resulting in economic or 
financial instability, which entails that financially focused definitions 
would disregard this incident as systemic. 

On the other hand, the impacts from other episodes were severe 
enough to be considered systemic but distributed enough to 
elude this categorisation from national security-based framework. 
The 2017, NotPetya ransomware, which the White House stated 
to be the ‘most destructive and costly cyber-attack in history’ [56], 
had a substantial impact on various organisations across coun-
tries. The incident’s total cost to businesses worldwide has been 
estimated to be in the range of $10 billion [57] and is reported to 
have affected countless machines around the world, from hospitals 
in Pennsylvania to a chocolate factory in Tasmania, affecting mul-
tinational companies, including FedEx’s European subsidiary TNT 
Express, the pharmaceutical giant Merck, French construction com-
pany Saint-Gobain, food producer Mondelēz, and manufacturer 
Reckitt Benckiser, inflicting nine-figure costs in each case. One of the 
hardest-hit industries was shipping, with Maersk, a global shipping 
company, forced to suspend operations in 17 terminals around the 
globe [58], reporting losses of around $300 million. The NotPetya 
incident also affected the insurance market. For instance, the 
refusal of Zurich Insurance Group to pay a $100 million claim from 
food company Mondelēz arguing that the stipulated policy was not 
liable to cover ‘warlike actions’ [59], led to a dispute between the 
Swiss and American companies. Eventually, the insurance company 
covered most of the damages created by NotPetya, but this created 
a precedent which resulted in industry-wide effort to update insur-
ance policies with war exclusion clauses [47]. While from an inter-
national, sectoral, and corporate standpoints, the systemic element 
of NotPetya is difficult to deny, its impacts were distributed across 
many stakeholders globally to the extent that, except for Ukraine, 
where the effects were particularly manifest [57], in no countries 
the damages were so significant to be considered a national secu-
rity issue, thus a systemic event from a national standpoint.

Existing impact-oriented definitions of systemic cybersecurity 
risks are functional, which means that the identification of this 
type of risk is largely subjective and dependent on the mission or 
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perception of entities at play. This creates challenges in studying, 
understanding, and addressing this phenomenon. 

5.  An Inclusive Definition
As described in the previous section, systemic cybersecu-

rity risk is a highly contextual concept. This makes it difficult for the 
community of stakeholders to collaborate and effectively manage 
it. To address this challenge, a shared terminology or, at the very 
least, a mutual understanding must be developed. In this section 
we propose a definition of systemic cybersecurity risk, which tries 
to create common ground among different stakeholders. Following 
is the proposed definition:

A risk is to be considered as systemic cybersecurity risk 
when, within the context of the system under analysis, 
has the potential to initiate a cybersecurity event (trigger) 
that can spread over a number of other ICT parts or func-
tionalities of the system (circuit) that is sufficient to create 
changes to the system (impact).

This definition takes an inclusive approach. The trigger refers to 
all the events that might lead to losses of confidentiality, integrity, 
or availability of information, data, or information (or control) sys-
tems [60, 61]. This includes events occurring through digital (such 
as malwares, ransomwares, distributed denial-of-services [DDoS], 
software failures, etc.) and physical (such as destruction or impair-
ment of hardware, natural disaster) mean. 

The circuit refers to the systems or networks of ICT assets, com-
ponents, or infrastructures through which an initial trigger propa-
gates. This is irrespective of the extension or surface of the system, 
meaning that the concept of circuit can be applied at different 
scales, as a system can comprise from a single entity to multiple 
entities distributed across sectors, countries, and regions. In order 
to differentiate systemic cybersecurity risks from broader systemic 
risks, the circuit relates to cyberspace only. This excludes physical 
or logic cascades that extend beyond the perimeter of ICT sys-
tems (e.g., a slowdown in the supply of healthcare services due to 
a shortage of goods due to a cybersecurity event in the provider of 
these goods). In fact, these types of cascades, while extremely rele-
vant in a context of great interdependency between assets, do not 
necessarily require cybersecurity mitigations, which position them 
beyond the scope of this definition and related policy measures. It 
is also important to differentiate the circuit from the supply–chain 
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and related risks, the latter being a narrower concept referring to 
the people, processes, and technologies associated with the deliv-
ery of services from one entity to another [62].

Finally, the impact is intended as all the disruptions that may intro-
duce changes to the system. This language suggests first that the 
impact implies a broader perspective than the mere economic–
financial one suggested by some definitions adopted by experts 
(see Section 2). In fact, if it is likely that a catastrophic cyber-related 
event can affect the financial environment, this is not an essential 
condition for systematicity because, as we have established, syste-
maticity is not a measure of the extensions but a measure of the 
perimeter within which a risk exists and materialises its impact. 
Second, while this definition recognises that the effect of a systemic 
cybersecurity risk is larger with respect to the generating trigger, it 
does not tie the idea of systematicity to high-impact events. Even if 
rare, there might be scenarios of cybersecurity events presenting 
systemic dynamics, which nonetheless did not affect aspects, such 
as national economy or security, and did not result in  catastrophic 
or severe incidents. For instance, the Stuxnet malware self- 
replicated, infecting thousands of machines worldwide regardless 
of their operating system version, but it was designed to release 
its payload only in the nuclear power plant in Natanz [63, 64]. This 
means that, while the circuit in which the malware spread was 
extensive, the actual impact was circumscribed to a single operator 
with effects that resulted to be far from catastrophic. 

6. Dynamics of Systemic Cyber Risks
The lack of an agreed upon definition translates into a lack 

of common taxonomies to categorise systemic cybersecurity risks 
and related events. This is exacerbated by a paucity of case stud-
ies. In this section, we adopt our definition outlined above to review 
relevant events and highlight how, even though none of them 
resulted in catastrophic effects, they still show systemic dynamics 
that can be helpful to understand, thus address, systemic cyberse-
curity risks. Systemic cybersecurity risk manifests in various forms 
and can be classified in multiple ways. In the following paragraphs, 
we analyse three different dynamics in which a trigger spreads 
across a circuit causing impacts. In particular, we identify top-down, 
distributed, and independent dynamics [1].

In a top-down dynamics, even a single event disrupting a critical com-
ponent within a system has the potential to trigger a chain reaction 
that progressively influences a widening array of interdependent 
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entities. For example, if a critical asset of the Internet infrastruc-
ture fails, such as a submarine fibre optic communication cable 
(SCC), an Internet Exchange Point (IXP), or Domain Name Service 
(DNS), businesses and services operating over the Internet would 
be affected by the disruption and might be unable to deliver their 
services in a far-reaching domino effect. For example, SCCs handle 
98% of the global traffic, and despite redundancies being avail-
able for most countries, there are episodes showing significant 
impacts of potential disruptions [65]. In 2015, in the archipelago 
of the Northern Marianas, the only available submarine cable was 
severed, cutting off the island from broadband traffic for days [66]. 
Impacts included a loss of access to the Internet and the collapse 
of communications, with disruptions in critical services (health, 
tourism, education, etc.), with estimated damages amounting to 
US$21 million [67]. Similarly, data shows significant impacts trig-
gered even where countries have redundancy systems and mul-
tiple alternative cables [68]. Other examples show the top-down 
dynamic that damages in the Internet infrastructure might cause. 
In 2016 Dyn, a major DNS provider in the United States, fell victim of 
a massive DDoS campaign launched by the Mirari Botnet that over-
whelmed its servers with an unprecedented amount of traffic [69]. 
While the incident did not take down the Internet, caused cata-
strophic impacts, or affected the real economy, it did result in sub-
stantial disruptions and emphasised the ‘systemic role’ that single 
pieces of the Internet infrastructure play in maintaining the stability 
and availability of online services. The Dyn disruption resulted in a 
‘massive East Coast Internet outage’ [70], and service disruptions 
for many major websites and online services that relied on Dyn’s 
DNS services. Popular services (like Twitter, Netflix, Reddit, Spotify, 
Airbnb, GitHub, Paypal, and more) were affected, either experienc-
ing slow load times or becoming completely inaccessible for users 
not only in the United States but also in Europe and different parts 
of the world. Systemic cyber risks might also materialise following 
physical triggers; for instance, in 2019, a malicious fire in an Italian 
rail transformer room caused the unavailability of train data and 
information, which eventually caused significant delays and ser-
vice suspensions [71]; or as part of broader systemic events, such 
as when the extreme weather caused a power outage in Gambia, 
which, in turn, caused disruption of the nodal IXP in the region as 
well as all the online activities depending on it [72].

In a distributed dynamic, a single event disrupts simultaneously 
similar components scattered across a system. In this case, the 
systematicity is not given by a vertical chain reaction, where a dis-
ruption leads to another, but rather from structural vulnerabilities 
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that simultaneously affect various assets. Distributed dynamics 
are particularly relevant when many entities from different sectors 
rely on the same landscape of providers, products, and services, 
or in other words, share the same vulnerabilities. This trend con-
centrates cybersecurity risks into critical nodes, potentially mag-
nifying the impact of events. Recently, there has been a notable 
surge in events that triggered distributed dynamics, highlighting 
how failures have the potential to escalate into systemic incidents. 
For instance, in November 2021, a group of researchers disclosed 
a critical vulnerability in the Apache Log4j software library. Log4j is 
a piece of open-source software which provides logging capabili-
ties for Java applications, and that is embedded in billions of devices 
and systems worldwide. Exploiting this vulnerability gave the pos-
sibility to execute remote code on affected systems, leaving an 
open door to all sorts of malicious activities [73]. The vulnerability 
has triggered widespread concern and a massive effort to release 
patches, which is still ongoing. Further, organisations are encoun-
tering difficulties in implementing these patches. Insights from 
experts suggest that a complete resolution of the problem could 
span years, which leaves a vast number of stakeholders exposed 
until this issue is comprehensively addressed. Currently, there 
have been no reported instances of exploiting this vulnerability. 
However, experts agree that this can potentially trigger distributed 
dynamics and lead to systemic events [74]. 

A similar distributed dynamic led to the 2020 SolarWinds incident. 
SolarWinds is a software vendor which provides IT management 
and monitoring solutions to many clients in different industries. 
Hackers managed to infiltrate its software development process, 
injecting malicious code into their Orion platform updates. The 
malware was then spread across the client ecosystem as part of a 
legitimate software update [50]. Using SolarWinds as a vector, the 
malicious actors compromised more than 18,000 operators, includ-
ing relevant government agencies and sensitive targets (such as the 
Treasury Department and Los Alamos National Laboratory, which 
designs nuclear weapons for the US government) as well as major 
ICT providers, such as Microsoft, Cisco, and FireEye [75]. While 
the specific details remain undisclosed, the fact that threat actors 
potentially accessed highly sensitive governmental information or 
that they could leverage the same exploit to release wipes or other 
destructive tools raises concern about the security around software 
supply chain, especially when it comes to critical operators [51].

Some authors identify a third type of systemic dynamic, the simul-
taneous occurrence of independent cyber failures. They see it as the 
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result of cybersecurity incidents exploiting independent vulner-
abilities in single operators [76]. In theory, numerous individual 
cyber incidents could happen simultaneously to create a systemic 
event, but practically this type of event seems unlikely. For this 
reason, this paper focuses on top-down and distributed dynam-
ics as the main drivers of systemic cybersecurity risk. These two 
scenarios are ideal types to understand how systemic cascades 
spread across a given environment. In concrete applications, sys-
temic events are likely to materialise in a ‘hybrid way’ [1] with mul-
tiple, simultaneous, and interconnected top-down and horizontal 
dynamics. 

In the analysed cases, the systematicity seems to stem from a con-
fluence of factors, such as risk concentration, scale, and increased 
complexity of supply chains. The consolidation of cyberspace 
around shared assets, technologies, products, and third-party 
providers has created concentrated dependency on a limited set 
of critical nodes facilitating the establishment of shared vulnera-
bilities and single points of failure [77]. Moreover, the increasing 
complexity of computer networks and associated operational and 
human systems, as well as the intricate web of technical, contrac-
tual, and financial linkages on the Internet, introduces hidden lev-
els of mutual dependence. This complexity prevents stakeholders 
from fully stocktaking the support that system components provide 
to their processes, reducing their visibility over potentially critical 
 vulnerabilities [1]. 

Given the shared ownership of systemic cybersecurity risks, it is 
critical that all the stakeholders involved share a common under-
standing of the phenomenon in order to put in place meaningful 
and concerted mitigations. To this goal, in addition to a common 
definition, and analysis of systemic dynamics, practitioners need to 
explore new and shared approaches for identifying systemic cyber-
security risks, gaps, and vulnerabilities to enhance their capacity to 
address them. 

7. A Review of Diagnostic Tools
It is often said that ‘if you cannot measure it, you cannot 

manage it’ [78]. Efforts to address systemic cybersecurity risks 
should therefore starts with some sort of capacity to quantify the 
likelihood and severity of events as well as to identify system gaps 
and vulnerabilities where remediations can be applied. In this sec-
tion we review some of the diagnostic tools and methodological 
frameworks that have been developed, and we discuss that these 
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efforts are undermined by a general lack of data, a partial and 
uneven application of methodologies as well as by a general resis-
tance from operators to share information [79]. 

Given the increasing complexity, interdependency, and opacity of 
cyberspace, it is challenging to develop even a shared grasp of sys-
temic cybersecurity risk, let alone efficient and consistent assess-
ment methodologies to capture the phenomenon. Also, building 
this common understanding seems to be a necessary and prepa-
ratory step to develop clear regulatory frameworks for operators 
to manage these risks. Several efforts have been made to assess 
systemic cybersecurity risks. While some studies attempt to assess 
the individual state vulnerability to Internet infrastructure failures 
(such as SCC) in global comparison [67], a prevalent approach has 
been to leverage methods from traditional risks analysis to mea-
sure the economic impacts of cascades propagating across differ-
ent linkages of a system following cybersecurity incidents. While all 
these studies point at the similar conclusion that direct costs asso-
ciated with ‘normal’ cybersecurity incidents are significantly lower 
in comparison to those associated with systemic cyber events [29, 
80], they also uncover concrete uncertainties in their models’ out-
puts. For example, a model which simulates a cybersecurity inci-
dent in a major cloud provider that disrupts service to its users 
estimates total losses between US$5 and 15 billion [81]. Similarly, a 
recent tool to gauge the aggregated economic impact of cyber inci-
dents in more than 60 countries through supply chain connections 
across various sectors estimated potential annual costs compre-
hended between hundreds of billions and trillions of dollars [80]. 
An even more emblematic example is a 2021 model to estimate the 
potential economic damage associated with a given cyber incident 
considering its cascading failures. The authors applied this model 
to Maersk’s NotPetya infection and found that the total economic 
cost may have been as little as US$3 billion or as much as US$57 
billion [29]. These examples show significant intervals in their esti-
mates, which in turn entail uncertainties in attempting to manage 
the effects on systemic cybersecurity events. The same uncertain-
ties are highlighted in the insurance world, where catastrophe 
modelling is often applied to understand systemic cybersecurity 
risk [82], and partnerships are being endorsed to build shared 
datasets [83]. In fact, many authors argue that one of the main 
challenges that has prevented the development of approaches 
capable of modelling the costs and consequences of systemic fail-
ures has been the lack of data on production networks at firms’ 
levels, which prevents a clear understanding of interdependencies 
among operators [84]. 
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A different typology of diagnostics focuses on maturity, rather than 
risk. These tools define a set of indicators to explore how proficiently 
stakeholders at different levels (from single operators to sub- sectors, 
sectors, and countries) implement cybersecurity measures. While 
these frameworks are not specifically designed to target systemic 
cybersecurity risks, they include measures and controls that are rel-
evant for addressing sources of risk systematicity. More broadly, 
they aim to support stakeholders in building cyber robustness and 
resilience, which, according to recent studies, is one of the largest 
factors for addressing cybersecurity systemic risks [29]. Lately, most 
methodological frameworks have deepened their focus on sys-
temic aspects of cybersecurity risk. At corporate levels, in 2021, the 
National Institute for Standards and Technology (NIST) published the 
‘Cybersecurity Supply Chain Risk Management Practices for Systems 
and Organizations’, with guidance for operators to reduce the risks 
associated with an enterprise’s decreased visibility into and under-
standing of how the technology they acquire is developed, integrated, 
and deployed or the processes, procedures, standards, and practices 
used to ensure the security, resilience, reliability, safety, integrity, 
and quality of the products and services [85]. The Cyber Resilience 
Framework (CRF) and related Cyber Resilience Index (CRI) published 
in 2022 [86] has an even stronger focus on securing interdependen-
cies among organisations, ecosystems, and supply chains. The CRF 
identifies ‘systemic resilience and collaboration’ as one of the six 
key principles that stakeholders should keep in mind while securing 
their assets, which entails the following ‘practices’: understanding the 
interdependencies within each ecosystem, engaging with the other 
relevant stakeholders and fulfilling its role in maintaining ecosystem 
resilience [86]. Building on the CRF, the CRI aggregates results from 
individual organisations and establishes an index of cyber resilience 
performance for sub-sectors, sectors, and supply chains. While this 
tool might provide a precious overview to practitioners and poli-
cymakers, its insightfulness largely depends on how broadly it is 
adopted by the operators forming the system as well as on the quality 
and accuracy of the information that is shared. This might be a signif-
icant obstacle, as organisations are often hesitant to reveal sensitive 
information regarding their dependencies to external parties, includ-
ing government authorities. Their concerns may include the risk of 
losing competitive edges, attracting regulatory and legal scrutiny, or 
inadvertently offering a blueprint for potential adversaries to exploit. 
This is particularly true for large technology providers who tend to 
closely protect their technical architectures as a trade secret [1].

At a less granular level, the Sectoral Cybersecurity Maturity Model 
(SCMM) [87] and the Cybersecurity Capacity Maturity Model for 
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Nations (CMM) [88] aim at measuring the general cybersecurity 
maturity of a sector and country, respectively, and they both include 
relevant indicators for systemic cybersecurity risks. The SCMM 
builds upon the contemporary research on system science show-
ing that an increase in resilience of individual components within a 
system does not necessarily result in a proportional improvement 
in the resilience of the system as a whole [89]. Rather, system resil-
ience is intricately linked to the interactions among its components 
and is not simply the sum of the individual capacity of its constit-
uent parts. The SCMM tries to take an approach which looks at a 
sector ‘as a system’ focusing not only on the maturity of individ-
ual components (such as critical operators) but also emphasising 
interdependencies and interactions among various stakeholders 
that constitute the sector (e.g., supervisory authorities, individ-
ual organisations, etc.) and with relevant external entities that 
may influence or impact the cybersecurity, capabilities, and resil-
ience of the sector, such as Ministries, Departments, and Agencies 
(MDAs), national competent authorities for cybersecurity, and ICT/
operational technology (OT) service providers [87]. To this end, it 
analyses a sector adopting, among others, indicators that look at 
how sector interdependencies are mapped, how information are 
shared among stakeholders, and how minimum levels of secu-
rity are guaranteed by supply chain providers. Similarly, the CMM 
employs analogous indicators to assess capacity at the national 
level. This methodology, in addition to assessing general cyberse-
curity risk management and critical infrastructure protection (CIP) 
practices, includes specific indicators on how a country supports 
the resilience of Internet services and security ICT supply chain, 
which is particularly relevant to reducing systemic cybersecurity 
risks [29]. While both methodological frameworks have the poten-
tial to help countries build better security at both sectoral and 
national levels, including practices to target systemic cybersecurity 
risks, their focus on capacity, or in other words, what measures are 
implemented, says little about the adequacy of these measures in 
relation to the risk. In fact, systems are heterogeneous with dif-
ferent levels of digitalisation and interconnection, thus facing dif-
ferent risk profiles. Therefore, any capacity assessment should be 
contextualised and focused not primarily on what capacities are 
in place but rather on the process that led stakeholders to build 
these capacities. In particular, implementing cybersecurity mea-
sures should follow an information-driven approach. Especially for 
cybersecurity systemic risks, due to the increased complexity and 
opacity, how decision-makers identify gaps and prioritise reme-
diation is an aspect that future research should emphasise more 
vigorously.
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8. Conclusions
The trends and events outlined in this paper serve as a 

signal that systemic dynamics within cyberspace are concrete, 
with the potential for related risks to materialise. Nonetheless, 
different interpretations make it more difficult to unite stakehold-
ers in concerted actions. Given the shared ownership of systemic 
cybersecurity risks, and that effective solutions demand extensive 
collaboration across stakeholders, establishing a common termi-
nology and comprehension is crucial. In fact, single entities hardly 
have sufficient data and information, mitigations, tools, and, more 
broadly, capacity, to manage systemic cybersecurity risks on their 
own. Rather, the necessary capacity seems spread across a vari-
ety of public and private actors. Building a successful partnership 
among these disparate stakeholders requires not only a mutual 
understanding of different contextual interests and interpreta-
tions of systemic cybersecurity risk but, most importantly, a work-
able definition of the phenomenon itself, which, in turn, positively 
affects the proficiency with which stakeholders protect their assets. 
This is particularly relevant, as national and regional governments 
have started producing regulations that include requirements for 
operators to address systemic cybersecurity risks. For instance, 
the European Union Digital Operational Resilience Act (DORA) sets 
rules on ICT third-party risk monitoring and mitigation that high-
light the need for a clearer discussion of where supply chain risk 
ends and where systemic cybersecurity risk begins. At the same 
time, the revised European Union (EU) Network and Information 
System Directive (NIS2) requires member states to address cyber-
security in the supply chain as part of their national cybersecurity 
strategies.

In this paper, we first explored existing approaches to dealing 
with systemic cybersecurity risk, highlighting how efforts to define 
and manage it result in ad hoc and uncoordinated strategies. We 
then proposed a comprehensive and flexible definition of systemic 
cybersecurity risk that could be applied at different levels of gran-
ularity, providing a common foundation for understanding and 
addressing the issue. Subsequently, we applied our definition to 
review relevant case studies, arguing that while catastrophic cyber-
security incidents are still unseen, several cybersecurity events 
highlight systemic dynamics. Finally, we concluded by reviewing 
some of the diagnostic tools and methodological frameworks that 
have been developed, discussing how these efforts are under-
mined by a general lack of data, a partial and uneven application of 
methodologies, and a general resistance from operators to share 
information.
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Given the breadth and complexity of the underlying problem, new 
policy approaches are needed. Future research should focus on how 
policymakers can enhance the ability to identify and measure sys-
temic cybersecurity risk on the one hand, and mitigate, externalise, 
or even eliminate it on the other. Inclusive mechanisms need to be 
established to involve a diversity of stakeholders: private actors, such 
as technology providers, cybersecurity firms, critical infrastructure 
operators, and reinsurers, as well as public actors, including regula-
tors and national security agencies. International cooperation is also 
essential because systemic cybersecurity risk is inherently global.
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